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ABSTRACT 
The electric utility planning process begins with the 
electric load forecasting, because of the advanced need 
for new utility plants. These long lead times require the 
utility planning horizon to be at least ten years long. 
Since utility decisions involve an economic analysis of 
the operating and investment costs, the utility planning 
horizon may range from fifteen to thirty years into the 
future. Forecasting load demand is4a difficult procedure 
and combines art with science. The key contribution of 
forecasters is their knowledge of electricity consumers 
and an understanding of the way they use electricity and 
other competing energy forms. The problem gains 
special aspects in developing countries, such as Egypt, 
because of the high demand growth rate as well as the 
wide differences in the modes and levels of 
consumption in the various regions (govemo rates) in 
the country. During the recent years, some new 
mathematical tools have been published such as expert 
system (EXP.), Artificial Neural Network (ANN) and 
Fuzzy logic systems. These tools almost replaced the 
classic methods used by most utilities and research 
centers personnel for forecasting. In this study, a 
technique based on the Artificial Neural Network 
(ANN) method, is used to estimate Peak load and Light 
load for the Egyptian power system network as an 
example for developing countries. This technique is 
highlighted by the accuracy and sensitivity of the model 
with respect to the ANN parameters. The proposed 

technique can thus be applied to simple as well as 
extended power system networks. 
Consequently, in this study, several structures for 
Neural Networks are proposed and tested. They 
proved to perform as one of the best and most 
sophisticated forecasting systems. In this study, the 
case of a number of neurons layers equal 7, gives the 
best results with high accuracy with the least error. 
The forecasted Peak loads and Light loads, up to year 
2010, for the six Regions of the Egyptian Unified 
Network; Alexandria, Delta, Cairo, North Upper 
Egypt, South Upper Egypt and the Cval ,  are obtained 
directly from one case by using the actual and practical 
past ten years data. 
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1. INTRODUCTION 
Forecasts of peak demand and total energy consumption 
are the starting point in the planning cycle of an electric 
utility. Forecasting demand and energy for power 
systems in developing countries are diflicult tasks. The 
difficulty stems from high growth rate of both electric 
demand and load as well as from the wide differences in 
the modes and levels of consumption from one city to 
the other cities and from one governorate to another. 
Electric utility companies need forecasting for budget 
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planning, maintenance scheduling and fuel 
management. The choice of methodology depends on 
the objectives of the analysis as well as the availability 
of data and the skills of the forecasters. 
The objective of the forecasting task in the present 
study is to provide forecasts of Peak loads and Light 
loads for different Egyptian regions networks that meet 
the planning requirements. 
Artificial Neural Networks (ANN) has been developed 
in a wide variety of configurations. Despite this 
apparent diversity, network paradigms have a great 
deal in common. This paper introduces the concepts of 
the Artificial Neural Networks and their Applications 
in load forecasting as applied for the specified case. 
The feed-forward multi-layer network with the bach- 
propagation algorithm [ I ]  is presented with its training 
algorithm to learn the mapping function relating the 
input and output of a system, and is used for 
forecasting the yearly load, as applied for various 
regions of Egypt and for the whole unified system as 
an example for developing countries. 
This serves the planning objectives not only for the 
whole system but also the planning objectives at the 
regions levels. 

2. The Artificial Neuron 
As known. the Artificial neuron [ I ]  was 
designed to mimic the first-order 
characteristics of the biological neuron. In 
essence, a set of inputs is applied. each 
representing the output of another neuron. 
Each input is multiplied by a corresponding 
weight, analogous to a synoptic strength. All 
of the weighted inputs are then summed to 
determine the activation level of the neuron. 
Figure (1) shows a model that implements 
this idea. Despite the diversity of network 
paradigms, nearly all are based upon this 
configuration, where, a set of inputs, labeled 
XI, x2 ,...., xn , is applied to the artificial 
neuron. These inputs collectively referred to 
as the vector X, correspond to the signals into 
the synapses of a biological neuron. Each 
signal is multiplied by an associated weight, 
WI, w2 ,..., wR , before it is applied to the 
summation block label. Each weight 
corresponds to the “strength” of a single 
biological synoptic connection (the set of 
weights is referred to collectively as the 
vector W). The summation block, 
corresponding roughly to the biological cell 
body, adds all of the weighted inputs 
algebraically, producing an output, which is 

called NET. This may be compactly stated in 
vector notation as follows: 

NET = X W  

2.1. Multilayer Artificial Neural Networks 
Larger and, more complex networks 

generally offer greater computational 
capabilities. Although networks have been 
constructed in every imaginable 
configuration, arranging neurons in layers 
mimics the layered structure of certain 
portions of the brain. These multilayer 
networks [ l ]  have been proven to have 
capabilities beyond those of a single layer, 
and in recent years, algorithm has been 
developed to train them. Multilayer networks 
may be formed, by simply cascading a group 
of single layers; the output of one layer 
provides the input to the subsequent -layer. 
Figure (2) shows such a network, again drawn 
fully connected. It will be proved in this 
work that there is a certain number of ANN 
layers that performs the forecast accurately, in 
a given case. 

2.2. Back-PropaPation Alporithm 
Since ANN feed forward multi-layer 
networks with the back propagation algorithm 
have been used in the present study, a brief 
description of this is due. 
The invention of the back-propagation 
algorithm has played a large part in the 
resurgence of interest in Artificial Neural 
Networks. Back-propagat ion is a systematic 
method for training multilayer Artificial 
Neural Networks. It hsrs a mathematical 
foundation that is strong if not highly 
practical. Despite its limitations, back- 
propagation has dramatically expanded the 
range of problems to which Artificial Neural 
Networks can be applied, and it has generated 
many successful demonstrations of its power. 
The back-propagation training algorithm is an 
interactive method employing the gradient 
descent algorithm for minimizing the mean 
square error cost function between the actual 
network output and the target output for each 
pattern in the training set. The application of 
the generalized delta rule in the back- 
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propagation algorithm requires two stages. In 
the first stage, after calculating the network 
output and comparing it with the target 
output, the delta error is calculated for the 
output layer [l]. In the second stage, this 
error signal is passed through each layer in 
the network in ' backward direction, from 
output layer to input layer, to calculate the 
appropriate weight changes. ' Figure (3) 
shows a , multi-layer network suitable for 
training with back-propagation. The first set 
of neurons, (connected to the inputs), serves 
only as distribution points; they perform no 
input summation. The input signal is simply 
passed through to the weights on their 
outputs. Each neuron in subsequent layers 
produces NET and OUT signals. 

3. Accuracv Tests Of The ANN Methods As 
Amlied For Forecasts: 
With the above ANN methodology used for 
load forecast, several tests are necessary to 
prove the accuracy of the results. 
Multi tests were used for the comparison 
between the actual and forecasted peak load 
and light load on the Egyptian Electric Power 
System applying the published principles [2- 

In this respect, load forecast in the present 
study has been carried out, first using one of 
the conventional methods e.g. historical trend 
method, for the period from year 1998 up to 
year 2010 using the availablq load data from 
year 1987 to year 1997 (historical data). With 
the loads of years from 1998 to 2000 known 
as actual loads the forecasted values for these 
years are compared. If the forecast is not 
within the specified accuracy, the historical 
forecast process is modulated until the 
accurate results are achieved. The obtained 
accurate results are then used for training the 
ANN network for forecast until yielding the 
same accurate results. 
In other words, using candidate forecast 
methods; e.g. historical method, the present 
loads from past loads (ten years old data) can 
be predicated. Comparing this forecast with 
the actual present loads gives the error [7]. A 
load forecast is generally tested, by producing 
a forecast of present load levels, using past 10 
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years old data. Comparison of this forecast 
with present values of load is taken as an 
indication of the forecast procedure's 
probable accuracy over a future period of 
similar length. This same concept of error can 
be used in thinking about the error in a 
forecast of future loads, however it cannot be 
calculated because the actual values of the 
future are not known. This important aspect 
of load forecast error, which is called 
Average Absolute Value (AAV), is one of the 
statistical methods [SI. This method is used 
for evaluating the accuracy in the forecasting 
data. 

4. Application of Artificial Neural Networks 
With Various Lavers to the EwDtian Power 
Svstem Networks Forecasts. 
Several structures are considered during this 

study and some were acceptable in terms of 
accuracy. To evaluate the different structures, 
the forecast results obtained by the neural 
network method is compared to the results of 
forecasting methods used before. Several 
structures are developed over the research 
period. In this work the structures presented 
as the input data are the Peak load of the 
Egyptian Unified Network, the Peak load of 
Alexandria region, Delta region, Cairo region, 
North Upper Egypt region, South Upper 
Egypt region, and Canal region, in addition to 
the Light loads of the Egyptian Unified 
Network and the other regions. Adaptive 
training is used in this study since it is more 
suitable for the forecasting problem. 
Different scenarios are, used, for number of 
neurons layers of eleven, nine, seven and five. 
Thus, long term forecasts for the Egyptian 
power system and for the various regions are 
performed. The forecasting of an Egyptian 
Electric power system hture load is then 
tested, and comparisons are made for 
forecasting errors, accuracy, and data needed, 
according to the data of Peak and Light loads 
of the Egyptian Unified Network and Peak 
and Light loads for the six regions. The 
input data are presented in Tables (1 and 2). 
This has been performed using the ANN 
networks with various layers. Thus, the Peak, 
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and Light loads for the different regions; for 
the period from 1998 to 20 10, are obtained. 

5. Results Of Load Forecasting Usinp Neural 
Networks Suggested Method: 
In the Egyptian network, historical growth of 
the Peak and Light loads for the unified 
power system (UPS), and Peak and Light 
loads for the different regions; Alexandria, 
Delta, Cairo, North Upper Egypt, South 
Upper Egypt and Canal during the preceding 
ten years are given in Tables (1) and (2). 
Then, the proposed adaptive training for each 
selected number of layers for the ANN 
network is carried out. In this respect, a load 
model is proposed and the weights are 
estimated using back-propagation learning 
algorithm for feed forward neural networks. 
Results of this study using back-propagation 
for the forecasting are summarized and shown 
in. Tables (3-6) and Figures (4 and 5) ,  which 
show the peak load and light load forecasts, 
between year 1987 to year 2010, for the 
Unified Power System (UPS) and the 

Conclusion 
With the Neural Networlks, described in this 
work, evaluation of dennand forecast using 
Artificial Neural Networks is addressed. 
Long-term demand forecasting proved to be a 
very useful tool for electric utilities. The 
Neural Networks technique has several key 
features that make it highly suitable for this 
application. In this study, several structures 
for Neural Network’s are proposed and tested. 
They proved to perform as one of the best and 
most sophisticated forecasting systems. In 
this study, the case of a number of neurons 
layers equal 7, gives the best results with high 
accuracy with the least error. 
The forecasted Peak loads and Light loads, up 
to year 2010, for the six Regions of the 
Egyptian Unified Network; Alexandria, 
Delta, Cairo, North Upper Egypt, South 
Upper Egypt and the Canal, are obtained 
directly from one case by using the actual and 
practical past ten years data. 
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